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Abstract

In this note, we consider the backward errors for more general inverse eigenvalue problems by extending Sun's approach. The optimal backward errors are defined for diagonalization matrix inverse eigenvalue problem with respect to an approximate solution, and the upper and lower bounds are derived for the optimal backward errors. The results may be useful for testing the stability of practical algorithms.
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1. Introduction

Since the mid-1950's, inverse eigenvalue problems have been important subjects in numerical algebra and scientific and engineering computation. Many different kinds of inverse eigenvalue problems have arisen from various applications, including control theory, structural mechanics, geology, molecular spectroscopy, and so on. The relevant conditions for the solvability, perturbation analysis, and numerical methods can be found in the literature (see, e.g., [3,4]).

In this note we use $\mathbb{C}^{n \times n}$ to denote the set of $n \times n$ complex matrices, the notation $A^H$ denotes the conjugate transpose of $A$, $\lambda(A)$ is the spectrum of $A$. $\| \cdot \|_F$ denotes Frobenius norm. The relation $A \simeq B$ means that the same order matrices $A$ and $B$ have the same eigenvalues. $\mathcal{D}_n$ stands for the set of diagonal matrices of order $n$ (See [5] for other symbols).

An inverse eigenvalue problem, roughly speaking, is how to determine the elements of a matrix from its spectral data. One of the most important problems is the following inverse eigenvalue problem.

\textbf{Problem A.} Given $A_0, A_1, \cdots, A_n \in \mathbb{C}^{n \times n}$ and complex numbers $\lambda_1, \cdots, \lambda_n$, find $c = (c_1, \cdots, c_n)$ with complex components such that

$$A = A_0 + \sum_{k=1}^{n} c_k A_k \simeq \Lambda,$$

where $\Lambda = \text{diag}(\lambda_1, \cdots, \lambda_n)$.

If we take $A_k = e_k e_k^T (k = 1, \cdots, n)$, where $e_k$ denote the $k$th column of the identity matrix of order $n$, this problem is known as the additive inverse eigenvalue problem.

Let $\tilde{c} = (\tilde{c}_1, \cdots, \tilde{c}_n)$ be an approximate solution to Problem A. In general, there are many backward perturbations $\Delta A_0, \cdots, \Delta A_n \in \mathbb{C}^{n \times n}$, and $\Delta \Lambda \in \mathcal{D}_n$ such that

$$A_0 + \Delta A_0 + \sum_{k=1}^{n} \tilde{c}_k (A_k + \Delta A_k) \simeq \Lambda + \Delta \Lambda.$$
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It may be well asked: How close is the nearest Problem A for which \( \hat{\mathbf{e}} \) is the solution?

There are various approaches to define backward errors for measuring the distance between the original problem and the perturbed problems. We define the backward error \( \eta^{(i)}(\hat{\mathbf{e}}) \) by

\[
\eta^{(i)}(\hat{\mathbf{e}}) = \min_{(\Delta A_0, \Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{G}} \left\{ \| \Delta A_0 \|_F^2 + \sum_{k=1}^{n} \theta_k^2 \| A_k \|_F^2 + \theta_{n+1}^2 \| \Lambda \|_F^2 \right\}^{1/2},
\]

where the set \( \mathcal{G} \) is defined by

\[
\mathcal{G} = \left\{ \left( \Delta A_0, \Delta A_1, \ldots, \Delta A_n, \Delta \Lambda \right) \mid \Delta A_0, \Delta A_1, \ldots, \Delta A_n \in \mathbb{C}^{n \times n}, \Delta \Lambda \in \mathcal{D}_n \right\},
\]

and \( \theta = (\theta_1, \ldots, \theta_{n+1}) \), in which \( \theta_1, \ldots, \theta_{n+1} \) are positive parameters.

**Problem B.** Estimate \( \eta^{(i)}(\hat{\mathbf{e}}) \).

For the following case, the explicit expression of \( \eta^{(i)}(\hat{\mathbf{e}}) \) is derived by Sun [2]. \( \lambda_1, \ldots, \lambda_n \) are real numbers, \( A_0, A_1, \ldots, A_n \) are real symmetric matrices, \( \Delta A_k (k = 0, 1, \ldots, n) \) are real symmetric matrices, \( \Delta \Lambda \) is real diagonal matrix, and \( \hat{\mathbf{e}} = (\hat{e}_1, \ldots, \hat{e}_n) \) is an approximate solution with real components to Problem A in such a case. One of main tools which were used by Sun is the Minksky inequality and the spectral decomposition theorem. However, for more general matrices, these results are not true any more. Hence the purpose of this note is to extend Sun’s method to consider more general Problem B. In general, the eigenvalues of real matrices are complex numbers, and the solvability of Problem A has been discussed [7]. So, in this note, our discussion is not limited to the real case.

**2. Main Results**

We first prove two preliminary lemmas.

**Lemma 1** [1]. Let \( A, B \in \mathbb{C}^{n \times n} \), and \( A \) be a normal matrix, \( \lambda(A) = \{\lambda_j\}_{j=1}^{n}, \lambda(B) = \{\mu_j\}_{j=1}^{n} \). Then, there exists a permutation \( \pi(1), \ldots, \pi(n) \) of \( \{1, 2, \ldots, n\} \) such that

\[
\sqrt{n} \sum_{j=1}^{n} |\lambda_j - \mu_{\pi(j)}|^2 \leq \sqrt{n} \| A - B \|_F.
\]

**Lemma 2.** Let \( A, B \in \mathbb{C}^{n \times n}, A \) be a diagonalizable matrix. i.e., \( A = U\Lambda U^{-1} \), where \( U \) is nonsingular, \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \lambda(B) = \{\mu_j\}_{j=1}^{n} \). Then, there exists a permutation \( \pi(1), \ldots, \pi(n) \) of \( \{1, 2, \ldots, n\} \) such that

\[
\sqrt{n} \sum_{j=1}^{n} |\lambda_j - \mu_{\pi(j)}|^2 \leq \kappa_2(U) \sqrt{n} \| A - B \|_F,
\]

where \( \kappa_2(U) \equiv \| U \|_2 \| U^{-1} \|_2 \).

**Proof.** By

\[
U^{-1}(A - B)U = \Lambda - U^{-1}BU,
\]

where \( \Lambda \) is a normal matrix, and

\[
\lambda(U^{-1}BU) = \lambda(B).
\]
By Lemma 1, we obtain that there exists a permutation \( \pi(1), \ldots, \pi(n) \) of \( \{1, 2, \ldots, n\} \) such that
\[
\sqrt{\sum_{j=1}^{n} |\lambda_j - \mu_{\pi(j)}|^2} \leq \sqrt{n} \| U^{-1}(A - B) U \|_F \\
\leq \sqrt{n} \| U \|_2 \| U^{-1} \|_2 \| A - B \|_F \\
= \kappa_2(U) \sqrt{n} \| A - B \|_F.
\]

Now we consider Problem B.
Let \( \bar{A} = A_0 + \sum_{k=1}^{n} \hat{\epsilon}_k A_k \), and assume that \( \bar{A} \) is diagonalizable, i.e.
\[
\bar{A} = X \bar{\Lambda} X^{-1}, \bar{\Lambda} = \text{diag}(\bar{\lambda}_1, \ldots, \bar{\lambda}_n),
\]
where \( X \) is a nonsingular matrix.

Let
\[
\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n), \kappa = \sqrt{n} \kappa_2(X), \kappa_2(X) = \| X \|_2 \| X^{-1} \|_2, \\
\Theta = \text{diag}(\theta_1, \ldots, \theta_{n+1}), P_{n \times n} = \{ P \mid P \text{ is a permutation matrix of order } n \}, \\
g = (\hat{\epsilon}_1, \ldots, \hat{\epsilon}_n, \frac{1}{\kappa})^T, g_0 = (\| \hat{\epsilon}_1 \|, \ldots, \| \hat{\epsilon}_n \|, 1)^T, \rho_0 = \min_{P \in P_{n \times n}} \| P \Lambda - \bar{\Lambda} \|_F, \rho = \frac{\rho_0}{\kappa}.
\]

**Theorem.**
\[
\frac{\rho}{\sqrt{1 + g^T \Theta^{-2} g}} \leq \eta^{(\theta)}(\hat{\epsilon}) \leq \frac{\kappa_2(X) \rho_0}{1 + g_0^T \Theta^{-2} g_0}.
\]

**Proof.** Define the sets \( \mathcal{E} \) and \( \mathcal{E}_\rho \) by
\[
\mathcal{E} \equiv \{ (\Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \mid \Delta A_1, \ldots, \Delta A_n \in \mathbb{C}^{n \times n}, \Delta \Lambda \in \mathcal{D}_n \},
\]
\[
\mathcal{E}_\rho \equiv \{ (\Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{E} \mid \sum_{k=1}^{n} |\hat{\epsilon}_k| \| \Delta A_k \|_F + \frac{1}{\kappa} \| \Delta \Lambda \|_F \leq \rho \},
\]
and for each fixed \( \Delta \Lambda \in \mathcal{D}_n \), define the set \( \mathcal{S}_{\Lambda + \Delta \Lambda} \) by
\[
\mathcal{S}_{\Lambda + \Delta \Lambda} = \{ M \mid M \in \mathbb{C}^{n \times n}, \lambda(M) = \lambda(\Lambda + \Delta \Lambda) \}.
\]

Then by Lemma 2, we have
\[
\min_{(\Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{E}_\rho} \left\{ \sum_{k=1}^{n} \theta_k^2 \| \Delta A_k \|_F^2 + \theta_{n+1}^2 \| \Delta \Lambda \|_F^2 \right. \\
+ \min_{M \in \mathcal{S}_{\Lambda + \Delta \Lambda}} \left\| M - (\bar{A} + \sum_{k=1}^{n} \hat{\epsilon}_k \Delta A_k) \right\|_F^2 \right\} \\
\geq \min_{(\Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{E}_\rho} \left\{ \sum_{k=1}^{n} \theta_k^2 \| \Delta A_k \|_F^2 + \theta_{n+1}^2 \| \Delta \Lambda \|_F^2 \right. \\
+ \left. \rho - \left( \sum_{k=1}^{n} |\hat{\epsilon}_k| \| \Delta A_k \|_F + \frac{1}{\kappa} \| \Delta \Lambda \|_F \right) \right\} \\
= \min_{\delta_1, \ldots, \delta_{n+1} \geq 0} \left( g^T \Theta^2 d + (\rho - d^T g)^2 \right),
\]
where
\[
f(d) = d^T \Theta^2 d + (\rho - d^T g)^2, \quad d = (\delta_1, \ldots, \delta_{n+1})^T, \\
\delta_k = \| \Delta A_k \|_F \quad (k = 1, \ldots, n), \delta_{n+1} = \| \Delta \Lambda \|_F.
\]
The gradient \( \nabla f \) of \( f \) has the expression
\[
\nabla f = 2 \left( (\Theta^2 + gg^T) d - g \rho \right).
\]

Therefore, a vector \( d^* \) satisfies \( \nabla f(d^*) = 0 \) if and only if
\[
d^* = (\Theta^2 + gg^T)^{-1} g \rho = \frac{\rho \Theta^{-2} g}{1 + g^T \Theta^{-2} g}.
\]
which satisfies 
\[ g^T d^* \leq \rho. \]

The Hessian matrix \( H \) of \( f \) has the expression
\[ H = 2 \left( \Theta^2 + gg^T \right), \]

which shows that \( H \) is symmetric positive definite. Hence the function \( f(d) \) has a unique global minimal point \( d^* \), and
\[ \min_{\|d\| \leq \rho} f(d) = f(d^*) = \frac{\rho^2}{1 + g^T \Theta^{-2} g}. \]

On the other hand, if \( (\Delta A_1, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{L} \setminus \mathcal{L}_\rho \), then
\[ \sum_{k=1}^n |\hat{\sigma}_k| \|\Delta A_k\|_F + \frac{1}{k} \|\Delta \Lambda\|_F > \rho, \]
i.e.
\[ \rho < g^T d. \]

Therefore
\[ \rho^2 < (d^T g)^2 \leq (d^T \Theta^2 d) (g^T \Theta^{-2} g) \leq (d^T \Theta^2 d) \left( 1 + g^T \Theta^{-2} g \right), \]
i.e.
\[ d^T \Theta^2 d > \frac{\rho^2}{1 + g^T \Theta^{-2} g}. \]

From the discussion, we obtain
\[ \left[ \eta^{(i)}(\hat{c}) \right]^2 = \inf_{(\Delta A_0, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{G}} \left\{ \|\Delta A_0\|_F^2 + \sum_{k=1}^n \hat{\theta}_k^2 \|\Delta A_k\|_F^2 + \hat{\theta}_{n+1}^2 \|\Delta \Lambda\|_F^2 \right\} \]
\[ = \inf_{(\Delta A_0, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{L}} \left\{ d^T \Theta^2 d + \min_{M \in \mathcal{D}_\Lambda + \Delta \Lambda} \left\| M - \left( \hat{\Lambda} + \sum_{k=1}^n \hat{\sigma}_k \Delta A_k \right) \right\|_F^2 \right\} \]
\[ = \min_{(\Delta A_0, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{L}} \left\{ \inf_{(\Delta A_0, \ldots, \Delta A_n, \Delta \Lambda) \in \mathcal{L} \setminus \mathcal{L}_\rho} \left[ d^T \Theta^2 d + \min_{M \in \mathcal{D}_\Lambda + \Delta \Lambda} \left\| M - \left( \hat{\Lambda} + \sum_{k=1}^n \hat{\sigma}_k \Delta A_k \right) \right\|_F^2 \right\} \right\} \]
\[ \geq \frac{\rho^2}{1 + g^T \Theta^{-2} g}. \]

The first inequality is proved.

For deriving the other inequality, let
\[ \hat{\sigma}_k = |\hat{\sigma}_k| \sigma_k (k = 1, \ldots, n), \]
where \( \sigma_k \) denotes the conjugate of the complex number \( \sigma_k \).

Let \( P_\pi \) be a permutation matrix of order \( n \) such that
\[ \|P_\pi \Lambda - \hat{\Lambda}\|_F = \rho_0. \]
Take the specific permutations \( \Delta A_k^i (k = 1, \cdots, n) \), and \( \Delta \Lambda^* \) defined by

\[
\Delta A_k^i = X \Delta \Lambda_k X^{-1}, \quad \Delta \Lambda_k = \frac{|\hat{c}_k| \sigma_k}{(1 + g_0^T \Theta^{-2} g_0) \theta_k^2} \left( P_{\pi} \Lambda - \bar{\Lambda} \right), k = 1, \cdots, n,
\]

and

\[
\Delta \Lambda^* = -\frac{1}{(1 + g_0^T \Theta^{-2} g_0) \theta_{n+1}^2} \left( P_{\pi} \Lambda - \bar{\Lambda} \right),
\]

and

\[
\Delta A_0^i = X \left( P_{\pi} \Lambda + \Delta \Lambda^* \right) X^{-1} - \left( \bar{A} + \sum_{k=1}^n \hat{c}_k \Delta A_k^i \right).
\]

We have

\[
\lambda \left( A_0 + \Delta A_0^* + \sum_{k=1}^n \hat{c}_k \left( A_k + \Delta A_k^i \right) \right) = \lambda \left( \Lambda + P_{\pi}^T \Delta \Lambda^* \right).
\]

Nevertheless

\[
\left[ \eta^i(\hat{c}) \right]^2 \leq \|\Delta A_0^i\|_F^2 + \sum_{k=1}^n \theta_k^2 \|\Delta A_k^i\|_F^2 + \theta_{n+1}^2 \|\Delta \Lambda^*\|_F^2
\]

\[
= \kappa_2(X) \left\{ \left\| P_{\pi} \Lambda + \Delta \Lambda^* - \bar{\Lambda} - \sum_{k=1}^n \hat{c}_k \right\|^2 \frac{P_{\pi} \Lambda - \bar{\Lambda}}{(1 + g_0^T \Theta^{-2} g_0) \theta_k^2} \right\|_F^2
\]

\[
+ \sum_{k=1}^n \frac{|\hat{c}_k|^2}{(1 + g_0^T \Theta^{-2} g_0) \theta_k^2} \left\| P_{\pi} \Lambda - \bar{\Lambda} \right\|_F^2 + \frac{\left\| P_{\pi} \Lambda - \bar{\Lambda} \right\|_F^2}{(1 + g_0^T \Theta^{-2} g_0) \theta_{n+1}^2} \right\}
\]

\[
= \frac{\kappa_2(X) \theta_0}{1 + g_0^T \Theta^{-2} g_0} \square
\]

**Remark.** The parameters \( \theta_1, \cdots, \theta_{n+1} \) allow us some flexibility. For instance, take \( \theta_k = \|A_k\|_F \equiv \theta_k^* \) for \( k = 1, \cdots, n \), and \( \theta_{n+1} = \|A_0\|_F \equiv \theta_{n+1}^* \), then we have

\[
\frac{1}{\|A_0\|_F} \eta^i(\hat{c}) \left( \hat{c} \right) = \eta(\hat{c})
\]

\[
= \min_{(\Delta A_0, \Delta A_1, \cdots, \Delta A_n, \Delta \Lambda) \in \mathcal{C}} \left( \frac{\|\Delta A_0\|_F}{\|A_0\|_F} \right)^2 + \sum_{k=1}^n \left( \frac{\|\Delta A_k\|_F}{\|A_k\|_F} \right)^2 + \left( \frac{\|\Delta \Lambda\|_F}{\|\Lambda\|_F} \right)^2
\]

where \( \theta^* = (\theta_1^*, \cdots, \theta_{n+1}^*) \).

3. **Remarks**

**Remark 1.** In this note, we assume \( \hat{A} \) to be diagonalizable. It was proved in [6] that if \( \Lambda \) has a multiple eigenvalue, the related inverse eigenvalue problems (in theory) have no solutions usually. However, when \( \lambda_1, \cdots, \lambda_n \) are distinct, and \( \rho \) is enough small, so that \( \lambda_1, \cdots, \lambda_n \) are distinct too, then \( \hat{A} \) must be a diagonalizable matrix (see [6]).

**Remark 2.** The symmetric problem was considered by Sun. In this note we allow \( A_k, \Delta A_k (k = 1, \cdots, n), A_0, \Delta A_0 \) to be complex matrices, \( \lambda_1, \cdots, \lambda_n \) be complex numbers. On the one hand, the eigenvalues of a real matrix may be complex numbers. On the other hand, it was proved in [7] that in such a case the related inverse eigenvalue problems are solvable almost everywhere.
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